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1. An introduction to SUR



SUR(seemingly unrelated regressions)

concept：
• regression：one of linear regression models
• seemingly unrelated:

• there is correlation between the different obsevations, y𝑖 , in the dataset
• metrics: 𝑐𝑜𝑣(𝑦𝑖 , 𝑦𝑗) ≠ 0, the covariance of the y𝑖 between different equations at 

the same stage is not equal to zero

advantages:
• Comparing to ignore the covariance,

take the covariance into consideration can 
get the BLUE(best linear unbiases estimator)
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least square method



2. SUR and multiclass 
classification tasks



( ) ( ) ( )

1 1* 1

. .   0,0,1 ,    0,1,0 ,    1,

( )

1. encode the classes

 hot encoding

    ( )

2.

0,0

train multiple classifiers simultaneously

(one equation of SUR is on behalf of 
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assume scalar is a special case of vector, thus linear 
regression equation can be used to solve multiclass 
classification tasks

Current work
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